UAB

Universitat Autonoma
de Barcelona

UNIVERSITAT AUTONOMA DE BARCELONA
FacurtaT DE CIENCIES
DEPARTAMENT DE Fisica

TREBALL FINAL DE GRAU EN FISICA

CHARACTERIZATION OF THE
BARCELONA RAMAN LIDAR

ALBA APIO SANTOS

SUPERVISOR:
DRr. MARKUS GAUG

- CONVOCATORIA JuLIOL 2025 -



Abstract

This thesis presents an optical characterization of key components of the Barcelona Raman Lidar
system, focusing on a newly integrated laser and the Newtonian reflector. The aim was to evaluate
their current performance and identify optical limitations that may impact the quality of atmo-
spheric measurements. The laser beam was analysed by comparing experimental irradiance profiles
with theoretical models. A circular Hermite-Gaussian model was found to be insufficient to de-
scribe the observed beam shape, while an elliptical Gaussian model offered a significantly better fit.
The retrieved beam quality factor was M? = 1.42 4 0.17, although a reduced chi-squared value of
x?/ndf = 2.02 suggests remaining discrepancies between model and data that require further study.
The mirror’s optical response was evaluated by measuring its point spread function. Compared to
the original characterization, the current mirror shows strong aberrations, making it unsuitable for
further use. A replacement mirror was installed, but its performance could not be tested within
the scope of this project. All in all, this work highlights the importance of accurate optical diag-
nostics for improving the Raman Lidar’s performance and offers valuable insights for future system
optimization.

Keywords: Raman Lidar, Atmospheric monitoring, Laser beam profiling, Point Spread Function, Op-
tical aberrations
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1 Introduction, objectives and motivation

Understanding the optical behaviour of atmospheric monitoring instruments is essential for improving
the research on environmental and astronomical topics. In particular, the Barcelona Raman Lidar (BRL)
[1] has been developed as part of the atmospheric calibration strategy of the Cherenkov Telescope Array
Observatory (CTAO) [2, 3], the world’s next-generation very high-energy gamma-ray observatory. Since
CTAQO relies on the detection of Cherenkov light produced by particle cascades created by gamma rays
interacting with the atmosphere, it is crucial to continuously monitor atmospheric conditions.

In this context, Lidar systems, which allow for remote sensing of the atmosphere through laser-based
techniques, help to correct for systematic errors caused by atmospheric variability and to improve the
data collected under non-ideal weather conditions. The motivation for this project is the opportunity
to deepen knowledge in optics, laser physics and data analysis in a real research environment, and con-
tribute to such efforts by helping to improve the performance of the BRL.

The main objective of this project is to understand the functionality of several key components of the
BRL. This work has been carried out under the supervision of the BRL team and combines theoretical
study with experimental data analysis.

Specific goals include learning how a Lidar system works, the theoretical description of laser beams and
their propagation in the far field, and testing the focal distance of the mirror. The mirror’s optical
aberrations are characterized and analysed to evaluate their effect on the system’s performance. The
project also involves improving and applying methods for beam parameter reconstruction from images,
as well as processing and interpreting real data collected from the system.

The methodology included a review of relevant literature, measurements of the laser beam and the mir-
ror, and the development of Python scripts for data analysis.

On a personal level, this project aims to consolidate knowledge acquired during the degree, improve skills
in experimental methods and programming, and apply the scientific method in a real research context.
Although not all objectives may be fully achieved, the overall experience contributes significantly to
academic and personal growth.
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2 Theoretical background

2.1 Lidar systems

Lidar (Light Detection and Ranging) is an optical remote sensing technique that enables the measure-
ment of atmospheric properties over long distances with high spatial and temporal resolution. It works by
sending short pulses of laser light into the atmosphere and detecting the light backscattered by molecules
and particles suspended in air. The distance to the scattering point can be accurately determined by
measuring the time delay between emission and reception, as the laser pulse travels at the speed of light.

A typical Lidar system consists of a laser that generates coherent and monochromatic light pulses,
aligned with the optical axis of a telescope. The telescope, most commonly a curved mirror, collects
the backscattered light and focuses it on photodetectors, typically photomultiplier tubes (PMTs). These
detectors convert photons into an electronic signal that can be processed and analysed. The system can
be configured to detect different types of scattering processes, namely elastic and inelastic scattering.
Each type provides different information about atmospheric properties.

Due to its flexibility and sensitivity, Lidar has become one of the most powerful tools for atmospheric
remote sensing, as no other technique can measure as many atmospheric parameters with the same level
of precision. Different types of Lidar can retrieve vertical profiles of aerosols, clouds, water vapour, or
even wind speed through the analysis of the intensity and spectral content of the returned signals [4].

The amount of light backscattered from a given point in the atmosphere depends on two main factors:
the attenuation suffered by the laser radiation along its path, and the local backscatter cross-section,
which characterizes the scattering efficiency of atmospheric particles and molecules. Molecules scatter
light via Rayleigh scattering; their cross-section depends only on the wavelength. In contrast, the aerosol
backscatter cross-section is influenced by aerosol composition, size and shape. Therefore, variations in
aerosol properties directly affect the strength of the backscattered signal [5].

The relation between transmitted and received powers is described by the Lidar equation:

Act
P(r,\) = P, 2r2°

Blr, e 27t (1)
where P(r, \) is the received power from a distance r at wavelength A, Py is the emitted laser power, ¢
the speed of light, ¢y the laser pulse duration, A the effective area of the receiver telescope, B(r, A) the
backscatter coefficient, and 7(r, \) the optical depth.

The optical depth represents the cumulative attenuation of the laser signal due to both scattering and
absorption along the laser path. It is defined as:

T
T(r,\) = / alr’, N)dr! (2)
0
where a(r, A) is the extinction coefficient, which quantifies the loss of intensity per unit distance.

Generally, both a(r,A) and §/r, ) can be decomposed into contributions from molecular and aerosol
components.

04(7"; )\) = amol(ra )\) + Oéaer(ry )\) 5(7“7 >\) = Bmol(ru )‘) + Baer(ﬁ )\) (3)
Similarly, a(r, A) can be separated into scattering and absorption contributions:
a(r, A) = aiscatt (15 A) + Qabs (7, A) (4)

where ageatt accounts for light scattered out of the beam and «,ps for intensity lost by absorption. In
practice, molecular absorption is negligible at typical Lidar wavelengths of 355 nm and 532 nm, but
becomes significant in the infrared range.

The molecular contributions can be computed from Rayleigh theory, with only one unknown parameter:
the number density of air molecules, which need to be assessed with radio-sonde and satellite measure-
ments. Conversely, the aerosol backscatter cross-section is governed by Mie theory or even more complex
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scattering models, and depends on the aerosol size distribution, composition, and shape, parameters
that are highly variable and generally unknown. Therefore, with a traditional elastic-backscatter Lidar
(detecting only backscattered signal at the same wavelength as the emitting laser), Eq. contains two
unknowns: Baer(r, A) and Taer(r, A). Both quantities appear combined in the detected signal and cannot
be retrieved simultaneously without making additional assumptions. Furthermore, these quantities are
functions of distance and wavelength, since different atmospheric constituents and processes interact
differently with light at different wavelengths [5].

Different strategies overcome this limitation. One approach assumes a constant or parametrized value of
the Lidar Ratio (LR), defined as the ratio of aerosol extinction to aerosol backscatter:

LR = Qaer (7"7 >\)

= Baa(r ) ®)

based on climatological data or models.

However, this assumption depends on aerosol type and atmospheric conditions. More robust solutions
use advanced Lidar systems such as Raman Lidars, which detect inelastically scattered light from spe-
cific molecules, or High Spectral Resolution Lidars (HSRL), which distinguish aerosol and molecular
backscatter by using the spectral broadening of the molecular return.

2.2 Scattering in the atmosphere

When a laser pulse travels through the atmosphere, it interacts with molecules and aerosols, leading
mainly to scattering and absorption processes. In a scattering process, the incident photon is deflected
by a particle. This can occur elastically, with no change in frequency, or inelastically, involving an energy
exchange between light and matter, causing a frequency shift of the scattered light. In an absorption
process, the photon is absorbed by the molecule, transferring its energy to excite the molecule to a higher
internal state.

Scattering is the fundamental mechanism exploited in Lidar systems, as it provides the measurable re-
turn signal needed to infer atmospheric properties. The type of scattering directly affects the quality
and nature of the data obtained. The main scattering processes relevant in this context are described
below [6], [4]:

Rayleigh Scattering

Rayleigh scattering occurs when light interacts with particles much smaller than its wavelength, typically
atmospheric molecules. It is an elastic process, meaning the scattered photon retains the same energy and
frequency. The Rayleigh scattering cross-section, which quantifies the probability of scattering, scales
with A=%, so shorter wavelengths scatter more efficiently [7, 8]. While Rayleigh scattering is crucial for
understanding the general atmospheric structure, it does not provide chemical specificity, making it less
useful for identifying atmospheric constituents.

Mie scattering

Mie scattering involves particles comparable to or larger than the wavelength of the incident photon, like
aerosols, assumed to be spherical. It is also an elastic process, but with a weaker wavelength dependence.
The cross-section approximately follows o oc A~*, where k is the Angstrom exponent. This exponent
provides insight into the relative size of the scattering: values of k ~ 4 indicate small particles (Rayleigh-
like-behaviour), while values of k =~ 0 imply large particles, with nearly wavelength-independent (grey)
scattering. Like Rayleigh scattering, Mie scattering does not provide direct information about particles’
chemical composition.
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Raman scattering

Raman scattering is an inelastic light-matter interaction that forms the physical basis of Raman Lidar
systems. It enables remote sensing of atmospheric composition and is key to independently retrieving
the LR. When a monochromatic laser beam of frequency v interacts with atmospheric molecules, most
photons are elastically scattered. However, a small fraction undergoes Raman scattering, emerging with
a shifted frequency vr due to an energy exchange with the molecule.

Molecules have internal structure, with their electronic ground state split into multiple vibrational and
rotational sublevels. In Raman scattering applications of Lidar, the incident photon excites a vibrational
mode, and the molecule then relaxes into the vibrational ground state of different rotational levels. This
energy exchange leads to a frequency shift in the scattered photon. If the molecule gains energy, the
scattered photon has less energy than the incident one, resulting in a Stokes shift process. However, if
the molecule loses energy, the photon gains energy, and the process is an Anti-Stokes shift.

In practice, vibrational Raman lines appear as broadened spectral bands due to accompanying rotational
transitions. Each vibrational shift includes a distribution of rotational sub-transitions, forming a band
centred around a characteristic Raman shift. Our system’s interference filters are to broad to resolve
these individual rotational components, so the detected signal integrates over the entire rotational struc-
ture, limiting the retrieval to vibrational-level information.

These frequency shifts (Raman shifts) are independent of the laser frequency, and depend only on the
molecule’s intrinsic properties. Therefore, each species has a different energy shift Av. In atmospheric
applications, nitrogen’s (N3) Raman signal is typically used due to its abundance.

Raman shifts are often expressed in wavenumbers:

- 1 1

where )¢ is the laser wavelength and ); is the scattered wavelength. For Ny, AD = 2330.7 cm ™! [9} [10].

However, Raman scattering cross-sections are typically 3-4 orders of magnitude lower than elastic ones,
meaning only a tiny fraction of photons are inelastically scattered. This significantly limits signal strength
and sensitivity.

2.3 Barcelona Raman Lidar

The BRL [I] has been developed to provide high-precision atmospheric calibration for the Cherenkov
Telescope Array Observatory (CTAO), an observatory designed to detect very high-energy (VHE) gamma
rays via the Cherenkov light emitted by particle showers in the atmosphere. Since atmospheric conditions
significantly affect the detection of this light, it is crucial to accurately and continuously measure the
vertical distribution of aerosols and molecules along the telescopes’ line of sight.

Unlike basic elastic Lidar systems, which measure only the elastically backscattered light, the BRL is
capable of also detecting Raman scattering from Ny, allowing for a more precise and selective charac-
terization of the atmosphere. Although Raman scattering is typically several orders of magnitude less
frequent than elastic scattering, its spectral shift allows it to be clearly distinguished from the elastic
signal. This separation enables a more accurate characterization of the atmosphere, particularly by dis-
entangling contributions from Rayleigh and Mie scattering. Consequently, the detection of both Rayleigh
and Raman components improves the retrieval of atmospheric extinction with an accuracy better than
5% [111 [J.

As introduced in Section 2.1] retrieving the extinction profile from elastic Lidar signals (Eq. (T))) requires
assuming a value for the LR, which can introduce significant systematic uncertainties due to its variability.
The use of a Raman Lidar provides an independent signal at a shifted wavelength, allowing the use of a
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modified Lidar equation, given by:

Act "
Pr(r,\r) = PO% or(Ag, Ar)n(r) exp —/ (a(Ag,7") + a(Ag,r"))dr’ (7)
N e’ 0

B(r,AE,AR)

T(r \EAR)

Here, Ag is the emitted (elastic) wavelength, Ag is the Raman-shifted wavelength, n(r) is the number
density of the Nitrogen molecule and ogr(Ag, Ar) represents the differential Raman backscattering cross-
section [10].

Since this equation depends only on extinction terms, it allows a direct retrieval of 7(r, Ag, Ar) without
the need to assume a LR. Instead, 8(r, \g, Ag) can be subsequently derived from the elastic signal.

By independently measuring the extinction profile through the Raman channel, the backscatter coefficient
can be subsequently derived from the elastic channel. This significantly reduces systematic errors, which
in purely elastic systems has been shown to reach up to 20% when estimating extinction [5].

2.3.1 Operation

The BRL emits short laser pulses into the atmosphere using a Q-switched Nd:YAG laser [12]. Second
(532 nm) and third (355 nm) harmonics of the fundamental 1064 nm line are generated via compact
modules containing non-linear crystals and removable dichroic mirrors integrated into the main body
of the laser. The resulting beam is guided coaxially using two 5” dichroic mirrors, which also suppress
residual 1064 nm light not filtered at the laser head [13].

Backscattered light from atmospheric molecules and aerosols is collected by a 1.8-m Newtonian telescope
aligned with the laser beam. This alignment ensures efficient photon capture at the focal plane, maxi-
mizing the signal collection. Due to its low cross-section, Raman scattering is much weaker than elastic
scattering, requiring sensitive detectors and longer integration times.

At the telescope focus, an 8-mm diameter Liquid Light Guide (LLG) transmits the collected light to
the polychromator, located in the rear section of the system. The polychromator spectrally resolves the
incoming signal using a combination of dichroic mirrors, beam splitters and optical filters to separate the
backscattered light into four spectral channels: two elastic (355 nm and 532 nm) and two Raman-shifted
wavelengths (387 nm and 607 nm)ﬂ Each channel is directed to a photomultiplier tube (PMT), which
converts the photon flux into electrical signals.

PMT signals are digitized by a data acquisition system as a function of time. Since light propagates at a
known speed, the time delay between emission and detection corresponds to a specific altitude, allowing
reconstruction of vertical profiles of molecular and aerosol scattering.

Each laser shot provides a profile of atmospheric extinction at different heights (Eq. ) These profiles
are the experimental input for retrieving the backscatter coefficient S(r, \) and optical depth 7(r, \),
essential for the precise calibration of the CTAO. Typically, several thousand shots are averaged to im-
prove the signal-to-noise ratio.

Fig. sketches the prototype version of the Barcelona Raman Lidar (pBRL). Although the current
system includes some modifications, detailed in the Section[2:4] the overall layout and functional structure
remain essentially unchanged.

2Using Eq. (6) and the Raman wavenumber of No [d], the Raman shifts correspond to AA(355 nm) = 32 nm and
AX(532 nm) = 75 nm.
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Figure 2.1: Schematic representation of the pBRL system and its main components: the receiver, in-
cluding the telescope, the polychromator and data acquisition unit, and the transmitter, composed of
the laser and guiding mirrors. Figure from [I].

2.4 Characterization

To obtain the required precision for atmospheric calibration, each component of the Lidar system must
be carefully characterized. The pBRL has already been successfully tested, demonstrating the viability of
the design and its capability to retrieve atmospheric profiles with Raman channels [14]. The final version
of the BRL incorporates several important upgrades to improve its performance: a new diode-pumped
laser source with higher repetition rate and improved stability, and new gated PMTs for better detection
sensitivity.

This work is focused specifically on verifying the performance and stability of the laser emission, as well
as the optical quality and focusing properties of the receiving telescope.

2.4.1 Laser

A key part of characterizing the Lidar system involves studying the laser beam’s spatial profile and
divergence. Although photon emission in a laser is fundamentally a quantum process, in regimes with
high photon flux, as is typical in intense laser beams, the spatial distribution of power can be modelled
using Gaussian modes. In particular, the irradiance I(x,y), defined as the power per unit area on a
transverse plane, can be modelled using the fundamental Gaussian mode as:

I(z,y) = I (ujl(g))Qexp{Qw} (8)

At a given distance, z can be considered fixed. The parameter w(z) represents the beam radius at po-
sition z, defined as the distance from the beam centre at which the irradiance drops to 1/e? of its peak
value Iy. The parameter wy is the beam waist, the beam radius at the point of its focus (z = 0).

Although the fundamental mode transverse electromagnetic mode (TEMgg) often dominates in well-
behaved lasers, real beams frequently include contributions from higher-order modes and exhibit devia-
tions from perfect radial symmetry. These effects can be profiled using an elliptical Gaussian, introducing
different beam widths w, and w, along the transverse axes. The irradiance then becomes [15} [16]:

Ton(0) = Do, 5 G (g) " (fll) oaf-2 (i 35} ©)

T Y

where H,,, and H, are Hermite polynomials of order m and n.

10
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These deviations can also be quantified by the beam quality factor M?2. This parameter compares the
actual beam divergence with that of an ideal Gaussian beam, and is defined through the relation:

A
Oreal = M*— (10)
TWo
A perfect Gaussian beam corresponds to M? = 1, while higher values reflect increasing divergence due
to higher-order modes or optical imperfections. The theoretical M? of a beam composed of Hermite-
Gaussian modes can be calculated from their power contributions:

M? =" Ppn(2m+1)(2n+ 1) (11)

m,n

where P,,, represents the relative power in each mode to the total beam intensity.

In experimental conditions, the divergence can also be estimated directly from the beam width measured
at a known distance z from the laser source. For small values of 6, which is typically the case in collimated
laser beams:

9%tan9:2—w (12)
z

The laser datasheet indicates a beam divergence below 2 mrad, but does not provide a specific value
for M?2. A similar model reports M? < 2, which may serve as a rough reference, although it cannot be
directly assumed for the current device.

2.4.2 Mirror

In Raman Lidars, inelastic scattering signals (Raman lines) are very weak, due to the small interaction
cross-section. To compensate for this, it is crucial to employ a mirror with a large collecting area and
excellent optical quality. For this reason, the BRL uses a 1.8-m parabolic primary mirror, providing a
large effective collection area that enhances the system’s sensitivity to Raman signals.

However, any imperfection in the mirror’s surface can introduce optical aberrations that degrade the
system performance. Characterizing the mirror’s optical behaviour is therefore essential to ensure high
efficiency and resolution in detecting the weak Raman signals.

One way of characterizing the mirror is through the analysis of its Point Spread Function (PSF). It de-
scribes how a point source of light is imaged by the optical system, representing the spatial distribution
of irradiance resulting from that point source.

Ideally, a point source at infinity would be imaged as a perfect point on the focal plane. However, in
practice, even a perfect mirror produces a finite-sized image due to diffraction. A real optical system also
suffers from aberrations, systematic deviations from the ideal imaging behaviour, which further spread
the light beyond the diffraction limit. As a result, the PSF captures not only the unavoidable effects of
diffraction but also the imperfections introduced by optical aberrations.

An important property of reflectors is that they do not suffer chromatic aberration, since reflection is
almost independent of wavelength, so only monochromatic aberration needs to be considered.

Under the paraxial approximation, light rays are assumed to travel very close to the optical axis, such
that sinf ~ 6. This approximation fails for rays farther off-axis. To address this, the sine function
can be expanded in a Taylor series including higher-order terms. Considering terms up to third order
leads to Seidel’s third-order theory, which describes how rays deviating from paraxial behaviour produce
imperfections in focusing. These deviations result in the five primary monochromatic aberrations, known
as Seidel aberrations [17]:

1. Spherical Aberration
Spherical aberration appears when rays striking the mirror at different distances from the optical
axis are not brought to the same focus. While paraxial rays converge at the designed focal point,
marginal rays intersect the optical axis at different locations.
In a Newtonian reflector, the use of a parabolic mirror ideally eliminates spherical aberration.
However, slight deviations from the perfect paraboloid shape or mirror deformations can reintroduce
residual spherical aberration.

11



Characterization of the Barcelona Raman Lidar Alba Apio Santos, 1632585

2. Coma
Coma shows up when a point source is not observed in the centre of the field of view. Instead of
forming a round spot, the image looks stretched out, like a comet. This aberration arises because
rays entering different parts of the aperture do not converge at one point.

3. Astigmatism
Astigmatism causes rays in different tangential planes to focus at different distances from the
mirror. Consequently, an image of a point source becomes stretched into a line in one direction.
This aberration can become a problem if parts of the optical system are slightly misaligned.

4. Field curvature
Field curvature occurs when the wavefront at the focal distance is curved. As a consequence, while
the centre of the image may be in focus, the edges appear blurry if the detector plane is flat.
However, in the case of the BRL, this effect is negligible because the detection system is a light
collector at the centre of the focal plane.

5. Distortion
Distortion affects the geometry of the image. It causes the magnification to vary across the field,
leading to images that are stretched or compressed toward the edges. Like field curvature, it is
only relevant when forming a full image on a flat detector plane, so this aberration is not a concern
in the current configuration.

12
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3 Laser beam analysis

To characterize the beam profile of a new laser used for the BRL system, a series of experimental
measurements and image analyses were carried out. The goals were to determine the beam waist and
divergence, to identify the contributing transverse electromagnetic (TEM) modes and to estimate the
beam quality factor M?2.

3.1 Experimental setup

The laser was directed towards a graph paper sheet, positioned at a known distance (z = 68 & 1 m).
Images of the laser spot were taken using a digital camera. To preserve raw intensity information for
each colour channel, the camera’s CR3 RAW files were converted into FITS format, both retaining the
full dynamic range of each individual pixel and allowing precise analysis of the full image, including pixel
saturation.

All RAW images were examined using the software RawTherapee, which allowed us to visually inspect
and discard those that were out of focus, overexposed or misaligned. Only clean, well-resolved and
unsaturated images were selected. Additionally, the pixel-to-millimetre conversion factor was determined
in this software, using the graph paper as a spatial reference to convert pixel measurements into physical
dimensions.

3.2 Camera characteristics

The camera used for the acquisition of the experimental images was a Canon EOS R100 [18], equipped
with an APS-C CMOS sensor. CMOS sensors in this type of camera consist of a rectangular array of
photosensitive pixels, each of which measures the intensity of the incoming light. However, the pixels
themselves are not colour-sensitive. To capture colour information, a colour filter array is placed over
the sensor, typically following the Bayer pattern [I9]. This filter pattern includes two green filters, one
red and one blue, giving higher weight to the green channel to match the human eye’s greater sensitivity
to green light.

Since each pixel captures only one component of the colour information, the full RGB values for each
pixel are reconstructed using a process known as demosaicking. This interpolation process estimates the
missing colour components based on the values of neighbouring pixels. Each channel also has a different
spectral response, determining its sensitivity to light at different wavelengths [20].

Fig. shows the RGB transmission curves of a typical Canon APS-C Bayer filter, based on data from
a similar model (Canon T3i). Since Canon does not publish the exact spectral characteristics of each
sensor model, this approximation is used to illustrate the qualitative behaviour of the RGB channels.
The transmission profiles are especially relevant for interpreting the response of each channel to specific
wavelengths present in the laser and background.

13
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Figure 3.1: Spectral response curves of a Canon T3i APS-C CMOS image sensor equipped with a Bayer
pattern colour filter array. The yellow and orange lines indicate approximately the laser wavelengths of
532 nm and 355 nm, respectively. Figure adapted from [21].

3.3 Image analysis

The images were analysed using a custom Python script (see Appendix. The red channel of the FITS
image was used for extracting the laser beam’s intensity distribution, as it was the only channel that did
not suffer from saturation, ensuring reliable quantitative analysis.

For spatial calibration, the blue channel was used instead. It provided sufficient contrast to accurately
identify the paper grid, allowing for precise pixel-to-millimetre conversion, as shown in Fig. left).
This is because the blue filter has a transmission peak near the wavelength range reflected by the graph

paper (see Fig. , making the millimetre lines clearly visible.

After extracting the 2D intensity distribution of the laser beam, the background was subtracted and the
image was normalized. The resulting profile is shown in Fig. right).

108
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Figure 3.2: Left: Blue channel image showing the millimetre grid used for spatial calibration. Right:
Spatial intensity distribution of the laser beam extracted from the red channel, with ellipsoidal contours
fitted to the image.
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Fig. left) shows the encircled energy as a function of radial distance from the beam centre, computed
along the major axis (green) and minor axis (red) of an ellipsoid fitted to the image (Fig.[3.2). Each
point represents the cumulative fraction of the total intensity enclosed within an expanding ellipse cen-
tred on the peak. Ideally, this should approach 1 as all energy is enclosed, indicating that all the beam
energy is accounted for. In early versions, the curve slightly exceeded unity in the minor axis due to an
improper definition of the background level. Since the intensity was normalized to the maximum pixel
value, any residual background noise or slight overestimation in peripheral regions can lead to cumula-
tive intensity above unity. After refining the background subtraction criteria, this overestimation was
resolved, and, although it still very slightly exceeds unity, the deviation is negligible. We also see that
the intensity is more concentrated along the minor axis, reaching 50% of the total intensity at a smaller
radius (r5o% = 1.3 cm) compared to the major axis (rsgu = 2.5 cm). This confirms the elliptical shape
of the beam, with the minor axis approaching the effective beam waist.

To complement this analysis and better estimate the beam waist w(z), I proposed plotting the irradiance
profile, shown in Fig. right). This plot represents the normalized average intensity as a function of
radial distance from the beam centre, again for both axes. The rapid decay of intensity in the red curve
(minor axis) highlights that the beam is better focused in this direction. The dashed horizontal blue line
marks the 1/e? threshold, used to define the beam radius. The intersection of the irradiance curves with
this threshold allows for a direct estimation of the beam waist in each direction: 2.21 cm for the minor
axis and 4.20 cm for the major axis. The uncertainty of these values is estimated to be £0.1 cm, based
on the variability observed when modifying the background threshold and fitting parameters during the

analysis.
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Figure 3.3: Encircled energy (left) and normalized irradiance profiles (right) along the beam’s major and
minor axes. The irradiance profiles include vertical dashed lines marking the beam diameter defined by

the 1/e? level (horizontal blue dashed line).

Using these beam waist values and the divergence formula in Eq. , we obtain the angular divergences

along each axis:

0, = 0.632 £+ 0.034 mrad 0, = 1.198 £ 0.045 mrad (13)

Both values are well-below the 2 mrad threshold specified in the manufacturer’s datasheet, indicating
the laser operates within expected performance limits.

3.4 Gaussian beam model

To model the observed laser beam, we fitted the experimental 2D intensity profile using a superposition
of Hermite-Gaussian modes. We tested two distinct approaches: a circular model, which assumes a
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symmetric beam waist, and an elliptical model, which allows for different beam waists along the two
transverse axes. Both models share the same formalism, differing only in the beam parameters used in
the Hermite polynomial expressions.

The general form of the intensity model is:

Imodel = CZAmnImn(x7yawxawy) (14)

m,n

where I, (x,y, w) are the normalized intensity profiles of the modes (Eq. @D), A, are their correspond-
ing mode amplitudes, and ¢ is a parameter that accounts both for the global conversion from physical
intensity to digital counts recorded by the camera, and for the factor (wo/w)?. The indices m,n run
from 0 to a maximum value to be determined in the analysis. The amplitude of the fundamental mode
is fixed to Agp = 1.

The optimal values of the parameters A,,,, ¢, w, and w, were obtained by maximizing the likelihood
function based on the residuals between the experimental image and the model:

R Ti s 2
L = H 7,72;0—2 exp{_ (Iz ]m02d0812( i) yz)) } (15)

This is equivalent to minimizing the negative log-likelihood.

Before arriving at the final model, we tested several preliminary fits using different combinations of
Hermite-Gaussian modes. The goal of this process was to determine which modes contributed meaning-
fully to the description of the beam profile. Each model was evaluated by analysing the amplitudes of the
fitted modes, verifying whether they were significantly different from zero. In addition, the covariance
matrix of the fit parameters was examined to identify strong correlations between modes, which could
indicate redundancy or overfitting. The visual comparison between the fitted model and the experimen-
tal image was also considered as a qualitative measure of how well the model captured the beam shape.

Through this iterative process, modes with negligible amplitude or that were highly correlated with
others were systematically discarded. Such modes do not improve the fit in a meaningful way and may
introduce numerical instabilities. Additionally, the evolution of the negative log-likelihood function was
monitored when including or excluding specific modes in order to quantify whether their presence im-
proved the overall fit. Modes that did not produce a significant increase in the likelihood were excluded.
The final selection included only those modes that provided a robust and physically consistent descrip-
tion of the measured intensity distribution, interpreted as the relevant modes composing the laser beam.

To validate the robustness of the results, the minimization of the negative log-likelihood procedure was
repeated using different optimization methods (Nelder-Mead, Powell, L-BFGS-B, etc.)E| and with various
initial guesses for the parameters. The final fitted values remained stable across these tests, confirming
the reliability of the fitting procedure.

3.4.1 Circular Gaussian beam

We begin by analysing the beam profile under the assumption of circular symmetry, where the beam
waist is identical along both transverse directions (w, = w, = w). Under this constraint, the best
performance was achieved using the following combination of Hermite-Gaussian modes:

Imodel = ¢ (Ioo + Ao1lor + Aoalo2 + Aoslos + Aoalos) (16)

Other modes, such as I1g, I11, I3 and Iss were tested, but their fitted amplitudes were negligible and
therefore excluded.

The fitted beam radius is:
w = 2.361 +0.010 cm (17)

3See |Scipy.optimize.minimize
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Since the amplitudes are relative to the fundamental mode Ijg, the percentage contribution of each mode
to the total intensity was computed. Table [I] lists the fitted amplitudes and corresponding intensity
contributions. The full covariance matrix and the fitted value of ¢ are given in Appendix

Table 1: Fitted amplitudes A,,,, and their corresponding percentage contributions P,,, to the total beam
intensity of each Hermite-Gaussian mode for the circular Gaussian model.

Mode 00 01 02 03 04
Amn (%) 100 (fixed) 16.14+4.7 4.66+0.33 0.75+£0.12 0.1340.50
Percentage (%) 823+£32 132+39 3.834+031 0.624+0.10 0.1140.42

The results indicate that the beam is predominantly described by the fundamental mode Iyy, which
accounts for more than 80% of the total intensity. The first-order vertical mode Iy; contributes signifi-
cantly, followed by smaller contributions from higher-order vertical modes in the vertical direction. We
can observe that the fitted amplitude and percentage contribution of the Iy, mode are compatible with
zero within uncertainties. This confirms that higher-order contributions beyond the fourth order do not
play a significant role and can be neglected in the beam description safely.

To assess the beam quality, the factor M? was estimated in two different ways. First, it was computed
from the mode composition of the beam, using Eq. (11)).

M? =1.46 +0.13 (18)

Second, M? was estimated from the experimental beam divergence, using Eq. . Since the fitted
mode composition shows no contribution along the horizontal axis, the beam can be considered nearly
ideal in that direction. Therefore, the ratio between vertical and horizontal divergences can be used as
an estimate:

0
M? = el =1.90£0.12 (19)

x
These two values are incompatible within uncertainties, suggesting that the circular model may not
fully capture the beam’s characteristics. In particular, the difference in divergence between the two axes
indicates that the beam may have an elliptical profile. This motivates the use of a model with different
waists along each axis.

3.4.2 Elliptical Gaussian beam

We now consider different beam waists along the horizontal and vertical axes (w, # wy). The best fit
was achieved using the following model:

Inodel = ¢ (Too + Ao1lor + Aozloz + Aoz los + Aoalos + Arolio + A2ol20) (20)
Modes such as I11, Is2 or higher-order components were tested but found to be negligible, and therefore
excluded from the final model.
The fitted beam waists are:
wy = 1.937 £ 0.077 cm wy = 3.302 £ 0.053 cm (21)
These values are clearly incompatible within uncertainties, differing by approximately 70%, which con-

firms the elliptical nature of the beam.

Table [2] shows the fitted amplitudes and intensity contributions of each mode. The covariance matrix
and ¢ value are given in Appendix [B.2]

Table 2: Fitted amplitudes A,,,, and their corresponding percentage contributions P,,,, to the total beam
intensity of each Hermite-Gaussian mode for the elliptical Gaussian model.

Mode 00 01 02 03 04 10 20

A (%) 100 (fixed) 47436 2584036 0494011  012+£042 39423 0.86+0.11

P, (%) 88.8+34 42432 2294033 0.436+0.098 0.11+0.37 34+20 0.77£0.10
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These results show that the beam is still dominated by the fundamental mode Iy, with non-negligible
contributions from both vertical and now horizontal higher-order modes. The contribution of mode Iy,
is compatible with zero and the mode Iy remains small, indicating that truncating the expansion at this
order remains a valid approximation.

To evaluate the beam quality in the elliptical case, we used the same method as before: estimating
the M? factor from the mode composition using Eq. . However, in this case we cannot rely on the
divergence method, as neither axis can be considered close to an ideal Gaussian beam. The resulting
value is:

M? =1.42+0.17 (22)

This estimate is compatible within uncertainties with the value obtained from the circular model. Nev-
ertheless, it is slightly smaller, which could indicate that the elliptical model provides a more accurate
and ideal description of the beam structure.

3.5 Comparison and discussion

In all cases, the fundamental mode dominates, with minor contributions from higher-order modes. The
estimated M?2 values remain below 2, a reference taken from similar laser specifications. Although this
reference is not particularly rigorous, values close to 1 support that the beam approximates a fundamen-
tal Gaussian profile, despite the presence of higher-order mode contributions.

To evaluate which model best describes the experimental data, we compared the divergences obtained
from the fitted irradiance profiles with the experimental ones. Irradiance profiles for each model are
shown in Fig. |3.4
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Figure 3.4: Normalized irradiance profiles along the beam’s axes for the circular (left) and elliptical
(right) beam models. Vertical dashed lines mark the beam radius where the irradiance drops to 1/e? of
the peak value, defining the beam diameter (blue dashed line).

The divergences derived from the intersection points with the 1/e? threshold are:

Circular: 6, = 0.708 £ 0.031 mrad 6, = 1.094 + 0.034 mrad (23)
Elliptical: 0, = 0.665 £ 0.031 mrad 0, = 1.342 £ 0.035 mrad (24)
The compatibility with the experimental divergences, using the combined standard deviation is 1.30
and 0.30 in the z-axis for the circular and elliptical models, respectively, and 2.90 and 2.2¢ in the y-

axis. This supports the conclusion that the elliptical model offers a more realistic description of the beam.

We also compared the spatial irradiance distributions of each model with the experimental profile, shown

in Fig. B3}
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Figure 3.5: Spatial intensity distribution of the circular (left) and elliptical (right) beam model.

As expected, the elliptical model resembles more closely the experimental irradiance pattern, shown in

Fig. [3.2|(right).

Finally, we computed the reduced chi-squared for both models, yielding x?/ndf = 2.31 for the circular fit
and 2.02 for the elliptical one. Although neither model perfectly reproduces the data, the elliptical model
shows improved agreement, reinforcing its validity. However, further refinement may still be necessary.

All these comparisons confirm that the elliptical model provides a more accurate and physically consistent
representation of the beam. This ellipticity may arise due to asymmetries inside the laser. In diode-
pumped lasers, the active region is often non-circular, producing an elliptical TEMyy mode. It may also
stem from optical components like the dichroic mirror or the beam splitter non-linear crystal. Identifying
the exact cause would require further investigation beyond the scope of this work.
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4 PSF analysis

4.1 Experimental setup with the initial BRL

As previously discussed, the PSF offers a practical way to evaluate the optical quality of the mirror. To
estimate it experimentally, a series of direct observations were performed using celestial sources.

A bright celestial object was selected as a reference, such as Jupiter or Venus, whose real-time coordinates
were obtained using the software Stellarium. The BRL telescope was manually pointed toward the
selected object, and its alignment was finely adjusted until light from the source reached the focal
plane, where graph paper was placed to visualize the resulting spot. Photographs of the resulting light
distribution were taken using the same digital camera as in Section [3]

4.1.1 PSF results and observations

Initially, Jupiter was chosen to evaluate the PSF of the mirror due to its high brightness and relatively
small angular size, which makes it suitable for alignment and focus testing.

It was evident by direct visual inspection that the system was not correctly focused. A manual focusing
procedure was therefore carried out: the BRL was pointed toward Jupiter and the position of the focal
plane was adjusted by moving the millimetre paper along the optical axis to find the spot with the
smallest apparent size. From this, we concluded that the actual focal point lies closer to the mirror than
the current detector position. This process was done manually and visually, and thus lacked quantitative
precision, but provided useful qualitative insight.

Even at best focus, the observed spot was still highly irregular and extended, showing significant optical
aberrations, with astigmatism being particularly evident. We consider several hypotheses to explain the
distortion:

e The possibility that the extensions corresponded to Jupiter’s moons was explored. However, the
positions and brightness of these satellites did not match the observed features. Even the brightest
moons would not appear so extended or clearly visible in this setup.

e A misaligned optical axis was considered. To test this, measurements were taken at different
telescope pointing angles. The focal plane position remained consistent across different angles,
suggesting that the optical axis was not significantly displaced.

e The effect of the zenith angle was discussed. Telescopes generally perform better when pointing near
zenith, where gravitational and mechanical deformations are minimized. However, the observed
aberrations did not appear to strongly depend on the pointing direction.

e The Moon was also observed. The image appeared highly distorted, confirming the presence of
severe optical aberrations.

We attempted to capture an image of Jupiter’s spot at the new focus. To quantitatively assess the quality
of the PSF, we used the encircled energy method, as in Section [3] We measure the cumulative amount
of light contained with concentric circular regions centred on the brightest point of the spot image, and
we calculate the radius at which 50%, 80% and 90% of the total energy is enclosed. Smaller values of
these parameters indicate a more compact and well-focused PSF, reflecting better optical quality. We
performed this analysis for different possible focal positions, and the encircled energy curve correspond-
ing to the best PSF found is shown in Fig. [L.1]left).

In a previous study (see [I]), the PSF of the same mirror was characterized. However, their analysis
considered only the central region of the spot. Given what we now know about focal distance and
astigmatism, a larger area should be considered. Based on these criteria, the 2015 data of [I] were
reanalysed, yielding the PSF shown in Fig. [1.1{right).
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Figure 4.1: Encircled energy curves for the best PSF during Jupiter observation (left) and for the
reanalysis of PSF data from [I] (right), using the same encircled energy criteria. Radii enclosing 50%,
80% and 90% of the total energy are indicated.

The new PSF appears to be approximately 1.5 times broader than the original, indicating a significant
degradation in optical quality. Such a change could be a consequence of the successive realuminization
and recoating processes the mirror has undergone.

The aluminization process involves depositing a thin layer of aluminium onto the surface of the mirror via
vacuum evaporation. This aluminium layer provides high reflectivity, which is essential for efficient light
collection in Lidar systems. Following this, a protective coating layer of quartz was applied to protect the
reflective layer from oxidation and environmental damage. However, these procedures can potentially
alter the optical surface characteristics, affecting the shape and width of the PSF when compared to the
one initially characterized.

At naked eye, the aberrations seem more pronounced near the outer edges of the mirror. The BRL
features adjustable petals that can partially obstruct the aperture. Therefore, measurements were also
taken with the petals partially closed to block the most aberrated regions of the mirror. This adjustment
resulted in a noticeable improvement in the observed PSF, shown in Fig. [.2]
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Figure 4.2: Encircled energy curve with petals partially closed.

Nonetheless, comparing with the original PSF shown in Fig. right), the current optical quality re-
mains significantly degraded.
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It is also worth noting that the measurement conditions during our observations were not optimal. Ambi-
ent light from nearby street lamps introduced background illumination, reducing contrast and potentially
affecting the quality of the captured images.

Besides the chemical treatment, mechanical stress during transport may have also contributed to optical
degradation. The mirror was transported twice between the Institut de Fisica d’Altes Energies (IFAE)
and the Observatorio del Roque de los Muchachos (ORM) in La Palma. During this process, it was
reported that the transport company accidentally dropped the container in which the BRL was stored.
Even if no visible damage occurred, such an impact could have introduced microscopic deformations or
misalignments in the mirror substrate or coating, which can degrade the optical performance, introducing
additional aberrations and broadening the PSF.

Overall, the current PSF indicates that the mirror has degraded considerably since its initial charac-
terization. Whether the mirror can still be used effectively for precise Lidar measurements under these
conditions remains an open question.

4.2 Alternative mirror test and current status

Given the observed degradation of the BRL mirror and the uncertainties regarding its current optical
performance, we decided to carry out a test using a spare mirror available. The goal was to evaluate
whether this alternative mirror could offer improved optical quality and more reliable PSF measurements.

In order to perform this test, the entire optical assembly had to be reconfigured. This involved adapting
the mechanical support structure and transferring the associated electronic components from the original
BRL setup to the new configuration. The process was slow due to the mechanical complexity and the
need for precise alignment and electrical reconnection.

One trade-off of using the spare container is its reduced field of view compared to the BRL mirror. As
a result, the portion of the sky that can be observed is smaller, which could limit the characterization if
there is no celestial body sufficiently bright.

Recent measurements attempts have faced additional challenges. There is a strong artificial light source
illuminating the mirror during the tests, preventing meaningful measurements due to excessive back-
ground light. Moreover, the electronics responsible for moving the mirror towards the zenith are mal-
functioning. The system currently only allows azimuthal rotation and produces unusual noises during
operation. These technical difficulties have so far prevented a full characterization of the alternative
mirror’s PSF. Further improvements to the setup are required before conclusive results can be obtained.
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5 Conclusions

In this thesis, we have conducted a detailed optical characterization of the main components of the
Barcelona Raman Lidar system, focusing on a new laser and the mirror. The goal was to evaluate the
current performance of the system and identify limitations that could affect the quality of atmospheric
measurements.

We first analysed the laser beam, comparing experimental irradiance measurements with theoretical
models. Initially, we applied a circular Hermite-Gaussian mode model, which did not adequately re-
produce the observed beam profile. A more refined elliptical Gaussian model provided a significantly
better fit to the data, capturing the beam’s asymmetry and offering a more realistic description of its
propagation. Although we could not determine exactly why the beam is elliptical, we discuss several
possible explanations, including asymmetries in the non-linear crystal or the dichroic mirrors inside the
harmonic generators. These hypotheses could be explored in more detail in future studies.

The retrieved beam quality factor was M? = 1.42 + 0.17, better than the guaranteed value. However,
the best fit model still deviates by 20 for the major beam diameter and shows a x?/ndf = 2, indicating
residual shortcomings of the final model.

We then studied the optical response of the system’s Newtonian reflector by experimentally measuring
its PSF. During data acquisition, it became clear that the image was out of focus, so we attempted
to perform the measurements at what we found to be the true focal plane. These measurements were
compared to the expected ideal response and the mirror’s original characterization from 2015. The re-
sults revealed significant optical aberrations, mainly astigmatism and spherical aberration, which caused
strong deformation and elongation of the focal spot. Several hypothesis were proposed to explain this
degradation, including damage during transport or bad recoating. The mirror is therefore no longer
suitable for use. Consequently, we decided to replace it by a spare mirror. This task remains open for
future work.

Our PSF measurements also presented observational challenges. To resolve the focal spot properly, we
required a very bright point-like source, clear sky without clouds and minimal ambient light. These
strict conditions limited the number of opportunities for successful data collection, further highlighting
the practical difficulties of system characterization in real conditions.

Initially, the project also aimed to include a broader analysis of the overall performance of the prototype
Barcelona Raman Lidar system and potentially acquire new measurement data using the current system.
However, due to the complexity of the tasks, the technical difficulties encountered and the limited time
available, these goals could not be fulfilled. They remain as valuable directions for future research.

This work highlights the importance of precise optical modelling and diagnostics in the optimization of
Raman Lidar systems. Understanding both the laser beam’s real properties and the mirror’s optical im-
perfections is essential for improving signal collection efficiency and enhancing the quality of atmospheric
measurements. The results and insights from this project contribute to the ongoing effort to improve
the performance and reliability of the BRL system.
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A Standard deviation of the Likelihood

The parameter o in Eq. , representing the standard deviation of the noise in the image of the laser,
was estimated iteratively. First, a preliminary value of o =~ 6 - 107® was assumed based on the observed
fluctuations. Using this initial estimate, the negative log-likelihood was minimized to obtain a first set
of optimal parameters.

With these parameters, the distribution of the residuals I; — Inodel (24, ¥;) was analysed. Fig. shows a
histogram of the residuals, weighted by the model intensity to reflect their contribution to the likelihood.
The distribution is approximately Gaussian and centred around zero.

The weighted standard deviation of the histogramed residuals was taken as a refined estimate of the
noise level, yielding o = 8-1075. This updated value was used to obtain the final set of fitted parameters
with improved accuracy.
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Figure A.1: Histograms of the residuals I; — Ioqel(2;,y;) for the circular (left) and elliptical (right)
Gaussian models. For the circular model, ¢ = 8.8 - 10, while for the elliptical model o = 8.3 - 107°.
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B Beam model parameters

This appendix provides the values of the fitted normalization constant ¢ and the covariance matrix of
the fitted parameters for each of the beam models considered in the analysis.

B.1 Circular Beam Model

The fitted normalization constant is:
c=(1.076 +0.043) - 10~*

The covariance matrix for the parameters: p = [w/lOO,AOl,AOQ - 10, Ags - 102, Aoy - 10%, ¢ - 103] (the
extra factors are for a more accurate fit) is:

59-1007 -12-100%® -—2.8-107% —-54.107% 6.5-1077 —14.10"°
-1.2-107¢ 22.107* -15-107% 1.2.103 23-1072 —2.0-1073
-28-107% —-15.107% 1.1-107® —-74-100%* -16-1072 1.3-1073
cov (Po) =1 54 106 12.10%* _74.10-* 14.10~% 12102 —1.1.10°?
65-1077 23-1072 -16-1072 1.2-107? 26-107  —22.1072
-14-107% —20-107% 13-107® —-1.1-107® —-22-1072 1.9.1073

B.2 Elliptical Beam Model
The fitted normalization constant is:
c=(1.148 £0.039) - 10~ (25)

The covariance matrix for the parameters: p = [w, /100, Ag1, Agz - 10, Ags - 102, Agy - 102, ¢ - 103, w,, /100, A1g, Azo]
is:

cov (po) =
1.6 1072 —-3.1.107°% —4.9.107% —1.3.100% —49.1075 2.3.107° 1.3.107° —5.3.107° —1.4.10°6
—3.1-10"% 1.3.1073 —1.0-10"3 7.5-10"% 1.4-1072 —1.4-1073 —3.9.10°° 2.0-10"% 1.4-.107°
—4.9-107% —1.0-10"3 1.3.1073 9.6-10"5 —1.3.10"2 1.1-103 —6.1-10"2 2.0-10"% —2.3.10°6
—1.3.10"% 7.5.10"4 9.6-107° 1.2.1072 6.0-1073 —8.1-107% —2.1.1074 8.4.10"% 2.7.107°
=| —49-1075 1.5-1072 —1.3-10"2 6.0-1073 1.7-101 —1.6-10"2 _—1.2.10"% 9.8.10"4 1.3-10"4
2.3.10°2 —1.4-10"3 1.1-1073 —8.1-10-% —1.6.10"2 1.6-103 4.8.1075 —2.4.10"% —1.7.107°
1.3.107° -3.9.107° —6.1-.107% —2.1.107% —1.2.1074 4.8.1079 3.4.107° —1.3.10% —3.7.10=6
—5.3.10" 5 2.0-10"% 2.0-10"4 8.4.10"4 9.8.10"4 —24-.107% _—1.3.107% 5.1-10"4 1.3.107°
—1.4-10-6 1.4-107° —2.3.10-6 2.7.10"5 1.3.10"4 —1.7-107% —3.7.10°6 1.3.107° 1.2.10-6
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C Python codes

The complete Python code of the laser beam analysis and the fit Circular model is available in:
analysis_beam Circular

The complete Python code of the laser beam analysis and the fit Elliptical model is available in:
analysis_beam Elliptic

The complete Python code of the PSF Analysis of the Newtonian reflector is available in:
PSF_Analysis
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